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	SUMMARY

	Attempts by land surface models to capture the current state of boreal latitudes and give short-term predictions are hindered by two factors: i) the lack of ground-reference data and ii) the complexity and feedbacks of the physical processes involved. We examined a set of the most prominent land surface models in order to establish which ones incorporate a set of processes we deem essential to describe energy flows in an Arctic environment. It was found that none of the models incorporated all of the necessary processes and we concluded that the most attractive approach to acquire a land surface model fit for simulation of Arctic carbon fluxes was to improve the LPJ-WM model. Even though we added a more realistic fire disturbance and snow density algorithm we concluded that further improvements of the boundary conditions are necessary; we then proceed to point at feasable approaches with which these improvements can be achieved.
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[bookmark: _Toc333910703]Introduction
Temperature response to climate scenarios show considerable warming of the northern latitudes in the 21st century [Serreze and Francis, 2006] with projected increase of 0.25-0.75 °C per decade over the next 100 years [Christensen et al., 2007]. The significance of these regions lies in the fact that they hold 1/3 of the global terrestrial carbon [McGuire et al., 1995] and 1/2 of the global below-ground carbon [Tarnocai et al., 2009] most of which is located in areas of continuous and discontinuous permafrost. Discontinuous permafrost areas are considered the most sensitive to climate change as they are close to thawing, with soil temperatures reaching -1°C [Yoshikawa et al., 2002]. Low temperatures in the boreal latitudes have kept carbon decomposition rates low over the past millennia, leading to carbon accumulation, but an increase of soil temperature and subsequent permafrost thawing might reverse this effect by accelerating soil carbon decomposition, with increased emissions of greenhouses gases (CO2 and CH4) to the atmosphere . 
Attempts by land surface models to capture the current state of boreal latitudes and give short-term predictions are hindered by two factors: i) the lack of ground-reference data and ii) the complexity and feedbacks of the physical processes involved. The lack of ground-reference data is merely a consequence of the low population density of these regions and, although the past 40 years of satellite data have alleviated part of the problem, remote sensing data are often accompanied by both substantial uncertainty due to lack of reference data and also problems in the retrieval of variables that are inherently difficult to measure.
The added complexity in describing the physical processes in boreal latitudes originates from the presence of the snow pack, organic soil (peats and bogs), and permafrost. Energy fluxes must be simulated explicitly for each layer of the model grid-cell, with boundary conditions and thermal properties also defined. To define boundary conditions on the soil/snow surface, canopy radiative transfer models are required, while an accurate representation of the thermal properties of the layers needs detailed knowledge of their characteristics, such as snow water equivalent (SWE) and snow density for the snow layer, organic and mineral content for the soil, water content for the permafrost layer, etc. Furthermore, feedbacks amongst these layers are significant. Snow, for instance, acts as an insulator, so the projected increase of precipitation [Christensen et al., 2007] can affect soil heat fluxes and the distribution of the permafrost layer. Another example is the projected temperature increase, which if it leads to more frequent and severe fire events with the removal of the insulating organic soil and increase of albedo, could lead to permafrost thawing.
[bookmark: _Toc333910704]Methodology
Having considered the specific challenges of modeling land processes in boreal latitudes we examined a set of the most prominent land surface models in order to establish which ones incorporate a set of processes we deem essential to describe energy flows in an Arctic environment. The models examined were the Community Land Model (CLM4CN) [Oleson, 2010], the Joint UK Land Environment Simulator (JULES) [Best et al., 2011], the Lund-Potsdam-Jena Wetland Hydrology (LPJ-WM) [Wania et al., 2009] and the Sheffield Dynamic Global Vegetation Model (SDGVM) [Woodward et al., 1995].The list of the essential processes is given below, together with a brief description of their importance in the Arctic. We also documented how each land surface model mentioned above deals with these processes, with synoptic results presented in Table 1. 
[bookmark: _Toc333910705]Essential Processes
Variation in Snow Density
       The importance of snow density in the energy balance lies in the fact that it determines the thermal properties of the snow pack, with thermal conductivity proportional to snow density [Sturm, 1992], while it also affects radiation balance because of its effect on albedo [Armstrong and Brun, 2008]. Snow density is related to snow depth and SWE by:
SWE = depth x mean density 
      Snow density varies according to a plethora of environmental factors, and its evolution begins from the moment it is created in the atmosphere. It is thus customary for studies of snow density to break down the evolution into changes up to the moment of its deposition, which define the fresh snow density, and later ones, up to melting. 
      Historically, fresh snow density is considered to follow the 10-1 rule for the water to snow density ratio, i.e. fresh snow has a density of 100 kg/m3, although factors such as atmospheric temperature can cause significant variations [Judson and Doesken, 2000; Roebber et al., 2003]. In fact, this rule is only followed by one of the models considered, SDGVM; both JULES and LPJ-WM adopt a constant fresh snow density of 150kg/m3, while CLM4CN defines fresh snow density as a function of air temperature.
      After deposition the snow pack continually evolves and its density changes due to factors that include prevailing weather conditions, time and overburden pressure. These are important processes that affect thermal characteristics and albedo of the snowpack but are only embedded in CLM4CN and JULES and are absent from SDGVM and LPJ-WM.
Stratified Snowpack
Since snowfall occurs as discrete events, the snowpack becomes stratified, with each layer having a different density and thus different thermal properties. Both CLM4CN and JULES incorporate such a snowpack where energy fluxes are calculated for each layer using a discrete approach to evaluate heat diffusion. Even though model outputs of the snowpack characteristics involve weighted averages of the different layers, a stratified snowpack is essential to accurately capture its insulating effect.
Endemic Plant Functional Types: In the Arctic, low average annual air temperatures and high soil water content, in part arising from perched water tables due to permafrost, have caused the rate of carbon deposition to be on average higher than decomposition through the Holocene era, leading to net accumulation of carbon. This carbon originates from a variety of plant types, such as C4 grass, but also endemic PFTs such as sphagnum whose decomposition creates the characteristic peat bogs. These accumulations of organic carbon act as a thermal insulator to the underlying permafrost and it is feared that the projected increase of Arctic temperature will lead to increased decomposition rates and reduction of the surface carbon, with resulting loss of its insulating capacity. It is therefore important for land surface models to correctly describe the characteristics and dynamics of plant types that are endemic to the Arctic.  Out of the 4 models only LPJ-WM incorporates plant functional types representative of Arctic grass, while the other models instead use generic grass types.
Organic Soils: Due to their large carbon content, certain soils in the Arctic are differentiated from typical mineral soils and are taxonomically labeled as organic. Organic soils can hold more water and have different percolation rates than mineral soils. Only the CLM4CN and LPJ-WM models incorporate organic soils.
Stratified soil energy fluxes: Even though the characteristics of soil can be considered constant over the relatively shallow depths considered in land models, water content is not, and all models define it explicitly for a number of layers. For a model to encapsulate permafrost dynamics, it must describe heat exchange between soil layers with different water content, since the high heat capacity of water means that it acts as a buffer. Accurate description of these processes allows land surface models to evaluate permafrost presence, as they calculate soil temperature at specific depths. CLM4CN, JULES and LPJ-WM all contain the necessary subroutines to describe heat fluxes in stratified soils containing water or ice. 
Surface Energy Fluxes: In CLM4CN and JULES the boundary conditions for the calculation of the soil or snow heat flux are provided by canopy radiative transfer sub-models which involve incoming solar radiation, surface albedo and thermal properties of the canopy. LPJ-WM instead uses as its upper boundary condition the air temperature provided by the climate driver; this is less desirable because it is not affected by dynamic changes in the canopy.
Table 1 below gives an overview of which of the essential processes listed above exist in each of the models considered.
Realistic Fire Disturbance: The previous sub-sections have indicated the model requirements to correctly model energy flows at individual grid-cells in an Arctic environment. However, the deliverable D1.4.1: “Analysis of available land cover and fire products and recommendations for use in climate models” showed that fire can play an important role in permafrost dynamics by making large changes in the land cover and soil, and hence disrupting the energy flows through the atmosphere-snow-vegetation-soil system. D1.4.1 contains an extensive study of how fire processes are represented in land surface models using earth observational data as reference; it reveals that none of the models capture the statistical characteristics of the fire regime in boreal latitudes. Fire disturbance constitutes a key process not only because it removes carbon stored in vegetation, surface litter and the soil and transfers it to the atmosphere, but in doing so it produces three effects that bear on permafrost, by affecting the soil heat flux and thermal balance: 
(i) removal of insulating layers that affect heat diffusion;
(ii) removal of vegetation layers, allowing radiation to impinge directly on the soil;
(iii) decrease in surface albedo, leading to increased absorption of radiation by the soil.  
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[bookmark: _Toc333910728]Table 1:  Essential processes for land surfaces models to describe an Arctic environment; green and red indicate their presence or absence, respectively, in the 4 land surface models considered.
[bookmark: _Toc333910706]Model for energy flows in the Arctic
      As seen from Table 1, none of the four models examined incorporated all seven of the processes we consider necessary for reliable modeling of the land surface in an Arctic environment. Also, having a process in a model does not guarantee that it is accurately represented. For example, we used time series of ground reference transect data [Krenke, 2004] to assess the accuracy of SWE in JULES, a model which includes all necessary processes to simulate snow evolution, such as variable snow density and a multi-layered snow pack. Results showed that despite quite good reproduction of the temporal behaviour of SWE, as indicated by temporal correlation (Fig. 1(top)), JULES severely underestimates its magnitude(Fig.1(bottom)).
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[bookmark: _Toc333910714]Figure 1: (top) Temporal correlation coefficient between SWE estimated by JULES and ground measurements for 1981-2006 over the former Soviet Union. (bottom) As above but for grid-cells with correlation coefficients greater than 0.7.

      Producing a model for energy flows in permafrost/soil/snow/atmosphere layered media can be done in isolation, but in the context of MONARCH-A the key issue is to produce a model that fits within the structure of a land surface model which itself is embedded in a climate model. From Table 1, it would seem that the most sensible approach to formulating a model that includes all necessary processes for the boreal latitudes would be to add the endemic plant functional types and organic soil to CLM4CN or JULES. In reality, the vegetation sub-models where the PFT types are defined are the core of any land surface model, and altering them would require a complete model overhaul and re-parameterization. Instead, altering LPJ-WM, which contains specific Arctic PFTs, e.g. by allowing the snow density to vary instead of remaining constant, as in the current implementation, would improve the simulation of permafrost dynamics without requiring extensive modifications as our preliminary implementation showed. Similarly, even though adding surface energy fluxes in LPJ-WM involves a certain degree of complexity, it merely alters the boundary conditions of the existing energy balance; the main part of the model can remain as is.  Hence we focused our attention on improving LPJ-WM; note that LPJ forms the land surface model within the Bergen Climate Model.
      As a first step towards formulating a land surface model which encompasses the necessary processes to simulate energy flows at boreal latitudes, we modified the fire disturbance in LPJ-WM to follow the statistical characteristics of reference data and specifically the Global Fire Emissions Database-Burned Area product (GFED-BA) [van der Werf et al., 2010], a data set containing monthly burned area on a global scale with a 0.5° resolution. Details are not presented in this document as an extensive description of the methodology can be found in the Deliverable D1.4.3: ‘Integrated Fire Products for Carbon and Climate Modeling’.  Briefly stated, the LPJ-WM fire process was altered to give burnt area statistical properties that more closely resemble the GFED-BA data, but without changing the mean area burnt by the model. This was achieved by deriving the cumulative distribution function (CDF) of the annual fraction burnt per disturbed grid cell from GFED-BA, and forcing LPJ-WM to obey the same distribution; this modified version of LPJ-WM will be denoted as LPJ-WMa. At the 0.5° resolution of GFED-BA, the CDF of annual fraction burnt area per disturbed grid cell for boreal latitudes over the period 1997-2009 was found to be well approximated by a gamma distribution of form:



with parameters  = 0.21 and b = 0.1 and expected value of 0.021. Fig.2 shows the observed CDF and that produced by LPJ-WMa over the same period and spatial subset. Note that the CDF will normally depend on the resolution of the dataset used to produce it.
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[bookmark: _Toc333910715][bookmark: _Toc333412517]Figure 2: CDF of fractional annual burnt area per disturbed grid cell for GFED-BA and LPJ-WMa. On average, GFED-BA indicates about 8% of grid cells to be disturbed each year. Values with percentage burnt area exceeding 40% have probability less than 0.0012 so are omitted from the CDF plot. 

        This methodology offers a more realistic fire regime for the model, but LPJ-WM still lacks a radiative transfer model to describe the input radiation flux at the top of the snow/soil interface; this provides necessary boundary conditions for the atmosphere-soil heat exchange. This omission is crucial because, as stated in Deliverable D1.4.3, a further effect is that removal of canopy by fire alters the radiation budget: for example, prior to disturbance, 30-65% of incoming solar radiation reaches the forest floor in black spruce forests [Slaughter, 1983], while after a fire it exceeds 90% [Kasischke et al., 1995]. This effect cannot be simulated by the current version of LPJ-WM, which lacks a full radiation balance in the energy calculations. Hence an approximation was made in which the input air temperature, which acts as an upper boundary condition for the heat diffusion equation, was increased in the year after a fire and decreased as an exponential function of tree cover. This simulates an increase of Leaf Area Index and associated attenuation of radiation according to Beer-Lambert’s Law. 
The cumulative effect of these two modifications is illustrated by Fig.3 , in which the upper plot shows the monthly soil temperatures at depth of 10 cm calculated by LPJ-WMa at a location dominated by deciduous needle-leaved forest in northern Siberia after a fire with 99% fraction of burn. Following the disturbance, the model initially sets herbaceous cover as the dominant PFT in the grid-cell, while the needle-leaved PFT becomes dominant after 15 years. Fig. 3 shows that the removal of litter and its subsequent damping effect increases the monthly variability of soil temperature as it becomes more susceptible to air temperature and its periodic fluctuations. Since summer soil temperatures now exceed 0° C, summer thaw depth increases by over 1.0 m and requires more than 60 years to return to its pre-disturbed value; this is more consistent with field data than when the boundary conditions were unchanged, in which case the increase in maximum thaw depth due to loss of litter is less than 0.5 m, although the time to recovery of the original temperature conditions is the same (see Fig.3).
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[bookmark: _Toc333910716][bookmark: _Toc333412518]Figure 3: (top) Monthly soil temperatures for altered and original boundary conditions (B.C.) at depth of 0.1 m produced by LPJ-WMa at a site which experienced more than 99% of burn; the arrow marks the year of the fire disturbance. (bottom) Thaw depth averaged over summer months for the same sites.

[bookmark: _Toc333910707]Conclusions
The most attractive approach to formulating a permafrost model compatible with the Bergen Climate Model (BCM) was to improve the LPJ-WM model; LPJ is the land surface model embedded in BCM. Better representation of permafrost and its dynamics is not just a case of producing  a better energy balance, but of correctly simulating the whole suite of processes that bear on it, including fire, snow, soil and vegation processes. The limitations of the original form of LPJ-WM for permafrost modelling are (see Table 1): 
1. Lack of variable snow density or a stratified snow pack
2. Inadequate representation of surface energy fluxes
3. Unrealistic representation of fire disturbance
The modifications to LPJ-WM described above have addressed point (3) and provide more realistic simulations of permafrost dynamics following a fire. Nonetheless, the modified model formulation does not yet capture the full extent of fire-permafrost interactions, e.g., thaw depth increases for several years after a fire, not only in the immediately following year, as in Fig. 3 [MacKay, 1970; Yoshikawa et al., 2002]. However, this could be achieved if fire were treated as a continual process, rather than its effects being calculated in a single annual step as at present. The result of this single annual step is that the concequences of fire disturbance start to take effect on January 1st of each year which creates an unrealistic discontinuity in variable values.  The most difficult shortcoming to address is the inadequate representation of the radiation balance (point 2). While the ad hoc approach used above illustrates the importance of this process, it is clearly only a stopgap. An approach of simply transfering the ratiative transfer subroutines from the models that encompass them (JULES and CLM4CN) into LPJ-WM is both sensible and feasible. The reasoning is that the current version of LPJ-WM is only missing proper soil/snow boundary conditions since it overimplifies by using the driving air temperature data set. Visualizing model processes as a column of stratified layers, implementing the radiative transfer model of JULES  would simply add a process on the top of the column thus minimizing conflicts and interaction with other processes and reducing complexity . A re-parameterization of the model would certainly be needed but the said method would be the most cost-effective approach to acquire a land surface model that would include all the essential processes needed to describe and accuretely simulate the carbon balance in the Arctic.   
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